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I am currently engaged in an NIH-funded research project with faculty at The University of Virginia and 

North Carolina State University that investigates the transgenerational effects of the plastic component, 

bisphenol A (BPA), on gene transcription in two regions of the brain: the medial preoptic area (MPOA) of 

the hypothalamus and the bed nucleus of the stria terminalis (BNST). My participation in this work has 

been generously supported by both the James Madison University and University of Virginia 4-VA 

programs.  

 

BPA is a recognized endocrine-disrupting compound (EDC) 

and as such, is known to interfere with receptor interactions that 

have the sex steroid hormone 17-estradiol (E2) as a natural 

ligand [1]. This happens because the three-dimensional 

structure of BPA is similar enough to E2 that BPA is able to 

bind to endogenous E2 receptors [2-3].  BPA can then go on to 

participate in the same signal transduction pathways as 17-

estradiol, or alternatively, it can block the true physiological 

actions of the endogenous hormone [4-6]. This can even happen 

at what are considered physiologically low doses [7-9]. One of 

the most important questions regarding EDCs such as BPA is 

whether or not endocrine-disrupting effects can be passed on to 

future generations that are themselves not exposed to BPA at any point in their own lifetime. If a pregnant 

mouse is exposed to BPA (e.g., through food or water), then the offspring of that pregnancy will also be 

exposed, as will the offspring of the offspring because they were exposed in utero as gametes. The 

pregnant mouse is considered the F0 generation, the exposed fetuses are considered the F1 generation, 

and the mice exposed as gametes in utero are considered the F2 generation. The first generation to not be 

directly exposed to BPA is the F3 generation. If the F3 generation displays any alterations to gene 

transcription processes that the control samples do not display, these changes must be attributable to the 

BPA exposure that occurred in the previous generations [10-14].  

 

The only way that the effects of BPA on unexposed generations can be explained is if the F0 or F1 or F2 

exposure resulted in some kind of epigenetic modification that was transmitted to the F3 epigenome [15-

17]. Epigenetic changes include, but are not limited to, DNA methylation and histone tail modifications 

(e.g., methylation or acetylation). BPA-induced alterations to the epigenome such as DNA methylation 

and histone tail modifications can either abnormally activate or abnormally repress gene transcription. 

The outcome of this is that the organism could produce either more or less than the normal complement of 

proteins, or even a variable complement of proteins, owing to affected promotor sites or post-translational 

control sites. Such epigenetic alterations could have serious negative consequences, particularly if those 

alterations occur in the brain and affect signaling pathways that normally interact with sex steroid 

hormones during crucial periods of brain sexual differentiation or during puberty [18-20]. 

 

In the absence of any a priori knowledge about potentially affected genes, the most informative and 

expedient approach for determining if differences exist in the rate of gene transcription between two 

conditions is high-throughput, next-generation sequencing (NGS) [21]. High-throughput, next-generation 
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sequencing of mRNA is known as RNA-Seq [22-23]. In RNA-Seq, mRNA is collected, cDNA is 

generated, and the cDNA is put on a flow cell in an instrument where it is amplified and then undergoes a 

chemically controlled base-by-base addition to form complementary “reads” that replicate the mRNA 

sequence. Reads consist of long strings of mRNA bases in “FASTQ” files that can be aligned to an 

annotated genome or transcriptome. The fundamental idea is that the number of reads that align to a 

particular gene under one set of conditions, relative to the number of reads that align to that same gene 

under a different set of conditions, will be statistically representative of the in vivo differential gene 

transcription rates [24]. This technique is ideal for trying to determine if transcription rates in BPA-

exposed mice differ from transcription rates in controls; this is especially valuable when no preliminary 

information about differentially expressed genes is available.  

 

In this research, RNA-Seq was performed on poly-A-tailed mRNA and long noncoding RNA (lncRNA) 

obtained from the medial preoptic area (MPOA) of the hypothalamus and the bed nucleus of the stria 

terminalis (BNST) for both F1 and F3 generations of BPA-exposed and control mice. Detailed 

bioinformatic procedures were then performed to analyze and interpret the RNA-Seq read data into 

biologically relevant information about differentially expressed genes and affected pathways. Once the 

statistically significant differentially expressed genes between BPA and control mice were characterized, 

confirmatory experiments using RT-qPCR were done to validate transcription fold changes for select 

genes. 

 

In addition to RNA-Seq of mRNA and lncRNA, it is also informative to investigate epigenetic features of 

the BPA-exposed vs. control mice for differences in histone tail modifications, as this would be a factor 

contributing to differential expression. One process for probing sites of histone tail modifications is 

chromatin immunoprecipitation combined with high-throughput sequencing, known as ChIP-Seq. ChIP-

Seq is used to analyze the binding-site interactions between protein transcription factors and DNA, in 

particular, the relationship between the specific binding site of those proteins and relative gene expression 

levels [25-26]. Modifications to the histone tails, particularly the addition of methyl groups or acetyl 

groups to key lysine residues, is known to either activate or repress gene transcription by altering 

interactions of the transcription factors with the DNA. Information about DNA-protein interactions can be 

used to deduce possible mechanisms of differential expression between treatment and control conditions. 

In this study of the transgenerational effects of BPA, we will perform ChIP-Seq at three known sites of 

methylation or acetylation of specific H3 histone protein lysine residues: H3K27me3, which is a known 

repressor of gene transcription, and H3K4me3 and HeK27ac, which are known activators of gene 

transcription. We hope to correlate RNA-Seq differential expression profiles with ChIP-Seq results to 

understand how BPA may achieve any transgenerational effects in the F3 generation. 

 

My role in this study is the analysis and interpretation of the RNA-Seq data for the BPA vs. control F1 

and F3 generations of C57BL/6J mice. Initially I partnered with Stephen Turner, Ph.D. of the 

Bioinformatics Core at The University of Virginia, but subsequently modified and then re-created all the 

analyses using different platforms and strategies. Analysis of RNA-Seq data is accomplished in a series of 

stages: 1.) alignment of the raw FASTQ read files to the appropriate genome; 2.) quantification of the 

aligned reads with respect to the annotated transcriptome; 3.) downstream exploratory data analysis of the 

resulting aligned read data; 4.) differential expression analysis of the contrast conditions; and 5.) gene 

ontology and pathway enrichment analysis of the differentially expressed genes. Each of these stages 

requires dedicated software, and any one task has a plethora of strategies and software alternatives 

available to carry out such analyses [27-29].   

 

Once the FASTQ files are made available by the facility that does the actual sequencing, the first step of 

the upstream analysis is to inspect the FASTQ files and trim the reads if necessary to eliminate low-

quality base calls [30]. This was done initially by the company that did the sequencing, Expression 

Analysis, using ea-utils, which is a proprietary tool of that company [31]. I subsequently performed 
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inspection and trimming in Galaxy using FASTQC and FASTX Trimmer [32]. Galaxy is a 

comprehensive bioinformatics workflow management platform comprising all the software necessary to 

do high-throughput, next-generation sequencing data analysis [33-35].  

 

The next step is to align the quality-trimmed reads to the mouse genome, and then to assign those aligned 

reads to gene transcripts and/or splice variants.  The alignment step was done initially to the mm9 mouse 

genome using STAR, which is an ultrafast, universal read alignment tool running on the University of 

Virginia 24-core UNIX platform [36]. Within Galaxy, the alignment was done to the mm9 mouse genome 

using TopHat2, which is part of the Tuxedo RNA-Seq analysis tool set. TopHat2 aligns reads to a genome 

based on the ultrafast and memory-efficient, short-read aligner Bowtie2, but Tophat2 has the added 

capability of being able to identify splice junction sites [37-38]. This capability is of critical importance 

when mapping RNA-Seq reads because spliced mRNA is missing large exonic sequences with respect to 

the genome. Both upstream analyses approaches produce, as their primary final product, a matrix of 

quantified reads organized by gene and by experiment, which is then input to the downstream processes 

of exploratory data analysis.  

 

The downstream analyses of the count matrix data were conducted initially by the UVA bioinformatics 

core using DESeq2, a package in Bioconductor [39-41]. Bioconductor is an open source compilation of 

genomic analysis packages written for the R Statistical Programming Language [42]. DESeq2 performs 

differential gene expression analysis based on the negative binomial distribution and it includes a variety 

of exploratory data analysis procedures such as count matrix normalization, principal component analysis 

(PCA), MA plots, volcano plots, and dispersion estimates. Following initial DESeq2 analyses, one set of 

mouse data was determined to be a severe outlier. That mouse data had to be eliminated and the revised 

count matrix had to be completely re-analyzed. I performed a second complete DESeq2 analysis of the 

STAR-aligned, revised count matrix without the outlier mouse. This included re-writing and re-running 

the DESeq2 script and writing R code for boxplots, PCA plots, and volcano plots.  

 

Contrasts involve the formal comparison of expression levels between different treatment conditions of an 

experiment to determine which genes are differentially expressed. The main contrasts of interest here are 

the control vs. BPA-exposed mice within the F1 and F3 generations, denoted BCF1 and BCF3. Contrasts 

were done using the R package DESeq2, first by the UVA Bioinformatics Core, and then re-done again in 

DESeq2 with the outlier mouse removed. Contrasts between conditions produce a measure of effect size, 

log fold change (lfc), and a measure of statistical significance, p value adjusted for multiple comparisons. 

Genes can be ranked by both lfc and adjusted p value to determine those which are differentially 

expressed between two conditions. In this experiment, genes that had a lfc of greater than 0.5 and an 

adjusted p value of less than 0.05 were considered differentially expressed. Volcano plots were then done 

to visualize the DE genes and to select candidates for further investigation, including clustering, 

heatmapping, and RT-qPCR. A volcano plot of the 77 DE genes in the BPA vs. Control F1 generation 

contrast is shown in Figure 1. Fourteen genes were determined to be more than twice as highly expressed 

in the F1 generation under direct exposure in utero to BPA, and thirteen genes were determined to be less 

than half as expressed in the F1 generation under direct exposure in utero to BPA. 

 

In order to explore for genes whose expression levels may be correlated, genes can be “clustered” based 

on a mathematical algorithm that groups together genes with similar expression profiles across biological 

replicates. Genes whose expression levels cluster together may be involved in related biological pathways 

and their transcription processes may be similarly affected by BPA. Clustered genes are visualized in a 

heatmap, where colors are used to indicate relative expression levels of a gene across experiments. 

Clusters of genes can then be put through a gene ontology analysis to identify specific pathways and 

related biological functions. A clustered heatmap is shown in Figure 2 for the 77 genes that are 

differentially expressed between BPA and control mice in the F1 generation. This heatmap was done in R 

using the package pheatmap [43]. The color of the cells indicates the standardized value of normalized 
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mRNA reads of the twelve samples for that gene. In the bottom half of the heatmap, the BPA F1 

generation is more highly expressed (shades of blue) than the control F1 generation, which implies that 

exposure to BPA results in upregulation of these genes relative to controls. In the top half of the heatmap, 

the BPA F1 generation is less expressed (shades of orange) than the control F1 generation, which implies 

that exposure to BPA results in downregulation of these genes relative to controls. Note that the three 

biological replicates for BPA F1 and the three biological replicates for control F1 cluster together. 

 

Gene ontology (GO) enrichment analysis is a process for investigating gene sets that express similarly to 

determine if those genes participate in common biological pathways or have related functions [44]. If we 

know how genes that are similarly DE between two conditions map to specific biological pathways or 

functional groupings, we may be able to reason how transcriptional alterations bring about the 

physiological consequences of a treatment. We are currently in the process of GO enrichment analysis of 

the DE genes between BPA and control for the F1 and F3 generations. We are using DAVID 6.7, a GO 

analysis tool made available by the NIH National Institute of Allergy and Infectious Diseases (NIAID) 

[45]. DAVID is an acronym for Database for Annotation, Visualization and Integrated Discovery. 

DAVID takes as input a list of gene symbols or identifications and returns a variety of tables and charts 

detailing biological processes, cellular components, molecular function, diseases, protein interactions, 

tissue expression, pathways, annotation clustering, and functional classifications of annotated genes. This 

work is ongoing and will be reported with the results of the RNA-Seq and behavior studies. 

 

Also continuing is the analysis of the RNA-Seq data in the Galaxy pipeline. Gene expression counts (in 

FPKMs) and differential expression profiles that result from the Galaxy pipeline will be compared to the 

UNIX platform results [24]. One advantage of the Galaxy platform is that it is easy to align reads and 

perform differential expression analysis with the Tuxedo suite under a variety of different scenarios and 

parameter settings [46]. This will provide supplementary information about differentially expressed genes 

using different alignment software and different read quantification approaches. 
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Figure 1. Volcano plot of the 77 out of 2227 genes that were determined to be differentially expressed (DE) in this 
RNA-Seq data. This volcano plot is for the BPA vs. control mice in the F1 generation. Only the section of the log-
scale y axis for which the adjusted p value is less than 0.05 (-log10(0.05) = 1.3) is shown. The higher up and further 
to the edges that a gene is situated, the greater the effect size (higher log fold change) and the higher the 
statistical significance (lower adjusted p value). Fourteen genes (red dots on the right) were determined to be more 
than twice as highly expressed in the F1 generation under direct exposure in utero to BPA, and thirteen genes (red 
dots on the left) were determined to be less than half as expressed in the F1 generation under direct exposure in 
utero to BPA. Volcano plot done in R Statistical Programming Language.   
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Figure 2. Heatmap and clustering diagram for the 77 of the 2227 genes that were determined to be differentially 
expressed (DE) in this RNA-Seq data with adjusted p values of < 0.05 and log fold changes of > 0.5. These are the 
genes that are DE between BPA and control mice in the F1 generation. The clustering was done in R Statistical 
Programming Language with the pheatmap package using correlation distance and average linkage. The color of 
the cells indicates the standardized number of normalized mRNA reads of the twelve samples for that gene. In the 
bottom half of the heatmap, the BPA F1 generation is more highly expressed (shades of blue) than the control F1 
generation, which implies that exposure to BPA results in upregulation of these genes relative to controls. In the top 
half of the heatmap, the BPA F1 generation is less expressed (shades of orange) than the control F1 generation, 
which implies that exposure to BPA results in downregulation of these genes relative to controls. Note that the 
three biological replicates for BPA F1 and the three biological replicates for control F1 cluster together.   

Heatmap of BPA vs. Control F1: Correlation Distance and Average Linkage 
Genes with |lfc| > 0.5 and p adjusted < 0.05 
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